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Many cortical areas increase in size considerably during postnatal
development, progressively displacing neuronal cell bodies from
each other. At present, little is known about how cortical growth
affects the development of neuronal circuits. Here, in acute and
chronic experiments, we study the layout of ocular dominance (OD)
columns in cat primary visual cortex during a period of substantial
postnatal growth. We find that despite a considerable size increase
of primary visual cortext, the spacing between columns is largely
preserved. In contrast, their spatial arrangement changes system-
atically over this period. Whereas in young animals columns are
more band-like, layouts become more isotropic in mature animals.
We propose a novel mechanism of growth-induced reorganization
that is based on the “zigzag instability,” a dynamical instability ob-
served in several inanimate pattern forming systems. We argue
that this mechanism is inherent to a wide class of models for
the activity-dependent formation of OD columns. Analyzing one
representative of this class, the Elastic Network model, we show
that this mechanism can account for the preservation of column
spacing and the specific mode of reorganization of OD columns
that we observe. We conclude that column width is preserved
by systematic reorganization of neuronal selectivities during corti-
cal expansion and that this reorganization is well described by the
zigzag instability. Our work suggests that cortical circuits may re-
main plastic for an extended period in development to facilitate
the modification of neuronal circuits to adjust for cortical growth.

cortical growth ∣ ocular dominance columns ∣ postnatal development ∣
critical period ∣ zigzag instability

The brain of most mammalian species grows substantially dur-
ing postnatal development without a significant change in the

number of neurons. The human brain, for instance, weighs on
average 350 g in newborns and 1,400 g in adult males (1). In
cat, the neocortical volume increases from ≈1;000 mm3 at birth
to ≈4;500 mm3 in adulthood (2). Consistently, the surface area of
cat primary visual cortex (area 17 ¼ V1) increases postnatally by
a factor of 2.5 between week 1 and week 12 (3). This size increase
implies that the distance between any two neuronal cell bodies
grows on average by a factor of 1.6 during postnatal development.
Do neuronal processes such as axons and dendrites simply elon-
gate or are larger changes needed to accommodate this growth?
It is not known at present how the brain achieves permanent
adjustment of its functional wiring to the changing physical pro-
portions while at the same time being fully functional at every
moment. Whereas the importance of mechanical factors is appre-
ciated in a number of growth-related phenomena in biology such
as morphogenesis (4), heart development (5), and tumor growth
(6), their possible impact on functional aspects of neural circuits
has received relatively little attention.

In cat V1, much of the growth takes place during a period in
which most parts of the visual field are already represented (7)
and many neurons have already reached fairly mature levels of
selectivity. For instance, the selective response of visual cortical
neurons to inputs from one eye or the other, called ocular
dominance (OD), can already be visualized at postnatal week

2 in cat V1 (8) (Fig. 1A). OD is organized into columns that
can be labeled over the full extent of V1 as early as week 3 (9)
(Fig. 1B). For these properties, this system is well suited for
studying the impact of cortical growth on neural circuitry.

What happens to cortical columns when the cortex is growing
in size? The seemingly simplest scenario, in which new columns
are inserted into the cortex, appears rather implausible because
the number of neurons remains largely constant during this
period (10). In fact, most of the area increase is due to the gen-
eration of glial cells, the addition of more vasculature and con-
nective tissue, and the myelinization of axons. To a lesser extent it
also reflects the outgrowth and elaboration of axonal and dendri-
tic processes (11). Therefore, a different scenario has been
suggested, sometimes referred to as the “balloon effect,” in which
columns expand by a similar factor as the surrounding cortical
tissue [see, e.g., (3)]. In this study, we start out by testing the
balloon hypothesis for the case of OD columns in cat visual
cortex. We show that the expected expansion of columns during
cortical growth does not take place. Instead, columnar layouts
reorganize over the considered period and become more isotro-
pic in older animals. These observations strongly argue against a
simple balloon-like expansion and imply that cortical circuits can
respond to the constraints arising during growth by a different as
yet unknown mechanism.

In order to account for our empirical observations, a fraction
of neurons must either shift their relative spatial location or, al-
ternatively, alter their functional response properties. Although
appealing, the former possibility is difficult to address at present,
because little is known about coherent motion of groups of neu-
rons in response to mechanical tension (12–14). In contrast, a
large body of experimental and theoretical work exists addressing
phenomena related to cortical plasticity and demonstrating the
impressive susceptibility of neural circuits to changes in activity
patterns, frequently in the context of OD (15, 16). Furthermore,
it is noteworthy that in the two most intensely studied animal
models for cortical plasticity, namely the cat and the mouse,
the period of brain and body growth coincide with and end at
about the same time as the period that allows for intense restruc-
turing of neuronal connections (17–19). In this study, we there-
fore explore the latter possibility and analyze the predicted
reorganization in models for the activity-dependent formation
of OD columns. Based on general properties of these models,
we develop a scenario of growth-induced cortical reorganization.
Characteristic features of this reorganization as well as the time
scale on which it evolves are in good agreement with the changes
in columnar layout we observe during postnatal growth in cat V1.
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Results
The Spacing of OD Columns Is Preserved Over a Period of Cortical
Growth.We first measured the size increase of cat V1 during early
postnatal development (Fig. 1A). We labeled complete layouts of
OD columns in V1 visualized by either 2-½14C�-deoxyglucose
(2-DG) or ½3H�-proline in kittens at different ages between post-
natal day (PD) 28 and PD98 (N ¼ 18 hemispheres, Fig. 1B). V1 is
readily discernible by its distinctive columnar activation pattern in
comparison to the labeling in surrounding cortical areas (20). In
particular, V1 is distinguished from the secondary visual cortex
(area 18 ¼ V2) based on its considerably smaller column spacing.
We observed a size increase of about a factor of 1.3 between two
groups centered at PD30 and PD70 (r ¼ 0.62, p < 0.006)
(Fig. 1C). To reduce possible influences of genetic variability (21),
we analyzed a littermate couple on PD30 and PD72. Consistent
with our previous results, V1 area is a factor of 1.46 larger in the
older kitten. Thus, our analyses confirm previous studies (3, 9)
by observing a considerable size increase of V1 during cat post-
natal development.

We next asked whether the spacing of OD columns increases
by a corresponding factor over this period. First, we measured the
column spacing Λ of 2-DG/proline-labeled OD patterns in N ¼
41 hemispheres between PD28 and PD98 (data includes the N ¼
18 hemispheres used for the analyses of V1 sizes). To obtain ac-
curate estimations of column spacings, we used the wavelet meth-
od introduced in (21, 20) (SI Appendix). As shown in Fig. 1D,
column spacings vary between 1.05 mm and 1.28 mm, but do
not show a significant increase over this period (r ¼ −0.034, p <
0.83). Consistent with this observation, the column spacings of

the two littermates differ by <10%, despite their difference in V1
size of 46%.

To follow the development of column spacings in individual
hemispheres, we visualized OD columns by chronic optical ima-
ging (N ¼ 3 hemispheres; total age range PD30–PD98) (Fig. 1E).
We quantified their spacings by the above wavelet method
(Fig. 1F). Whereas column spacings based on optical recordings
exhibit larger variability compared to the 2DG/proline data
(Fig. 1F), we found no systematic increase of column spacings
in individual animals, thus confirming the conclusions drawn
from the 2DG/proline data. Increased variability might be ex-
plained by the substantial intraareal variability of OD column
spacings (20) together with the fact that the imaged regions were
much smaller than V1 and may have shifted with age.

Taken together, both the 2-DG/proline data and the chronic
optical recordings demonstrate that the postnatal growth of cat
V1 is not accompanied by a corresponding increase in the spacing
of OD columns, strongly arguing against the balloon scenario.

OD Columns Reorganize During Cortical Growth.An increase of area
without a change in column spacing indicates an increase in the
number of hypercolumns. The concept of a hypercolumn is re-
lated to that of a functional module and denotes a cortical unit
containing a full set of values for any given set of receptive field
parameters (22). We roughly estimated the typical size of a
hypercolumn by Λ2 (SI Appendix) and defined the number of hy-
percolumns in a map by NHC ¼ A∕Λ2 (20), where A is its total
area. Fig. 1G shows that for the N ¼ 18 completely reconstructed
hemispheres from Fig. 1C the number of hypercolumns NHC in-
creases significantly (r ¼ 0.77, p < 0.0002). At PD28, V1 contains
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Fig. 1. Reorganization of OD columns in
cat V1 over a period of cortical growth.
(A) Growth of cat V1, the representation
of the visual hemifield (blue area, V1; red
area, central visual field representation;
HM, horizontal meridian; VM, vertical me-
ridian), and the time line of cat OD develop-
ment. Our dataset includes 2-DG/proline-
labeled hemispheres from kittens between
PD28 and PD98 (2-DG, N ¼ 37; proline,
N ¼ 4) and chronic optical recordings be-
tween PD30 and PD98 (crosses mark indivi-
dual data points). (B) Two representative
examples of OD layouts. Left, at PD30 (2-
DG); right, at PD60 (proline). Yellow lines
mark V1 borders (scale bar, 10 mm). (C) Area
sizes of V1 for the N ¼ 18 kittens with com-
plete reconstructions of V1 (red-marked
crosses in A). Blue-orange dots represent
averages over pools of sizes denoted by
the gray numbers. Gray crosses mark values
for individual animals. Gray line shows line-
ar regression (r ¼ 0.62, p < 0.006). (D) OD
column spacings Λ do not increase over this
period (r ¼ −0.034, p < 0.83). (E) OD col-
umns in cat V1 by intrinsic signal optical
imaging [same animal; high-pass filtered
(SI Appendix); scale bar, 1.5 mm]. (F) Column
spacings Λ for the case in (E) (green trian-
gles; error bars by bootstrapping) and for
two other cases (red boxes, yellow dia-
monds) corroborating the results in (D)
(shown in light gray for comparison). (G
and H) Whereas the number of hypercol-
umns NHC increases over this period (G) (r ¼
0.77, p < 0.0002), the bandedness α de-
creases considerably (H) (r ¼ −0.58, p <
6 · 10−5). Note that error bars for pool
averages in C, D, G, and H are smaller than
the symbol size.
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on average 260� 40 hypercolumns (N ¼ 5), increasing to 319�
17 (N ¼ 6) at PD72 (increase of 23%).

To reveal more directly the reorganization of OD columns, we
analyzed a third parameter called bandedness α that charac-
terizes the structural properties of local pattern elements (21, 20)
(Fig. S1). Large values of α indicate layouts composed of regular
stripe-like parallel domains, whereas small values indicate more
isotropic layouts such as bended stripes or patches. Such quanti-
tative evaluation of the spatial organization of columns was pos-
sible in N ¼ 39 hemispheres. We found that the bandedness α
decreases by almost a factor of 2 from an average of 0.14�
0.02 (N ¼ 13) at PD35 to an average of 0.083� 0.006 at PD95
(N ¼ 5) (r ¼ −0.58, p < 6 · 10−5) (Fig. 1H). This systematic de-
crease in bandedness indicates that OD columns, while largely
preserving their initial spacing, reorganize and develop more iso-
tropic layouts over time.

Modeling OD Column Formation with Growth. To understand these
experimental observations, we studied cortical growth in models
for the activity-dependent self-organization of OD columns. For
specificity, we focussed on the well-studied Elastic Network (EN)
model (23–25) (Materials and Methods and SI Appendix). Solu-
tions in the absence of growth are shown in Fig. S2 and
Movie S1. Linear stability analysis around the initially nonselec-
tive cortex (ref. 24 and SI Appendix) identifies a control para-
meter r describing the distance from the pattern formation
instability threshold. A pattern of OD columns forms for r > 0.
The analysis also defines an intrinsic timescale τ ¼ 1∕r, on which
the segregation of columns takes place, and a spatial scale Λmax
that is roughly equal to the column spacing of the developing OD
pattern. As in other models for the self-organization of OD
columns (25–28), this spatial scale arises from the effective recur-
rent interactions that have a “Mexican-hat” structure (local facil-
itation, nonlocal suppression). In agreement with previous work
(24, 25), we find in simulations that an OD pattern emerges after
a few τ (Fig. S2 and Movie S1). The only steady state solutions we
observe are parallel OD stripes.

As a simple way to mimic cortical growth, we started from
steady state solutions and abruptly increased isotropically the size
of the simulated system without changing the other model para-
meters (i.e., without increasing the width of the Mexican-hat)
(Materials and Methods and SI Appendix). Fig. 2 displays snap-
shots of a typical example of such a simulation (see also
Movie S2). Upon size increase at t ¼ 10τ, stripes start to bend
sinusoidally (Fig. 2A, upper row). In the power spectrum, this
corresponds to the growth of new Fourier modes on both sides
of the original mode of the stripe pattern (Fig. 2A, lower row).

We quantitatively analyzed this reorganization by the wavelet
method used above. The column spacing Λ increases abruptly
at10τ, but subsequently decreases to close its initial value (Fig. 2B).
Thenumber of hypercolumnsNHC increases persistently (Fig. 2C),
whereas the bandedness α decreases significantly over this period
(Fig. 2D). Thus, the growth-induced bending of OD columns
largely restores the initial spacing and results in a bandedness drop
similar to what we observe in experiment (Fig. 1).

A General Mechanism of Growth-Induced Reorganization. We argue
that this type of expansion-induced reorganization of OD col-
umns in the EN model is caused by a zigzag (ZZ) instability (29),
a type of dynamical instability that has been widely studied in the
theory of pattern formation (30, 31). Fig. 3 A and B. This insta-
bility is typical for the wide class of relaxational, rotationally
symmetric models in which a two-dimensional pattern forms
by a finite wavelength instability (30). This class includes the
EN model, as we outline in the SI Appendix, and many other
OD models (e.g., refs. 25–28).

A theory (31, 32) for this model class exists predicting the re-
gime of the ZZ instability (Fig. 3C, Inset). However, strictly
speaking, this theory is valid only in a narrow parameter region
close to the point of instability threshold at r ¼ 0. We therefore
analyzed numerically the behavior of the EN model further away
from threshold by probing systematically a large set of instanta-
neous size increases and testing for growing ZZ modes (Fig. S3
and SI Appendix). We observed that the regime of ZZ instability is
very large (Fig. 3C). Similar to the theoretical predictions
(31, 32), even a slight expansion results in a ZZ instability and
its regime increases parabolically with the control parameter r.
Moreover, the induced reorganization evolves on a time scale
τZZ that for small expansions exceeds the time scale τ of OD
column segregation by more than an order of magnitude.

Realistic Growth Scenarios. Finally, we show that growth-induced
reorganization shows signatures of the ZZ instability even if
the initial OD layout is not a simple stripe pattern and the in-
crease in system size follows a continuous growth scenario. To
approximate realistic conditions, we initialized our simulations
with the nonselective state and linearly increased the linear extent
of the simulated regions by a factor of 1.6 (factor of 2.56 in area
increase) between t ¼ 0τ and t ¼ 100τ. Fig. 4A shows that layouts
appear to be more bended in a ZZ-fashion when compared to
simulations for which we stopped growth after t ¼ 10τ. Typically,
the column spacing Λ in growing systems increases only transi-
ently (Fig. 4B) implying that the hypercolumn number NHC in-
creases persistently (Fig. 4C). The bandedness α is relatively
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Fig. 2. Expansion-induced reorganization in models for
OD formation. (A) Snapshots of a simulation of the EN
model (23) starting from a near steady state solution; i.e.,
a stripe-like OD pattern (upper row) corresponding to a sin-
gle Fourier mode in the power spectrum (lower row)
(η ¼ 0.025, r ¼ 0.15). After instantaneous area increase
(linear extent by a factor of 1.18; i.e., δk∕kmax ¼ −0.15; at
10τ), OD domains bend sinusoidally and additional Fourier
modes appear at ≈ðkmax þ δkÞ ~x� qy ~y. (B–D) This reorgani-
zation is captured by the column spacing Λ (B), the number
of hypercolumns NHC (C), and the bandedness α (D) (time in
units of the time scale τ of OD segregation).
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variable across solutions reflecting the large diversity of the evol-
ving OD layouts (Fig. 4D and Fig. S2). However, whereas in
virtually all simulations without growth α increases nearly mono-
tonically (Fig. S2 and Movie S1), in growing systems α typically
drops considerably reflecting the ZZ-type reorganization of OD
columns (Fig. 4A and Movie S3).

We systematically studied the growth-induced reorganization
by varying the control parameter r and testing different area in-
creases (factor of 1, 1.44, 1.96, 2.56, and 3.24, Fig. 4 F–H and
SI Appendix). We measured the difference Δα between the first
maximum in bandedness and the subsequent minimum and the
time interval Δt between these two bandedness extrema [Fig. 4E,
based on eighth-order polynomial least square fit (SI Appendix)].
Whereas drops withΔα > 0.05 andΔt > 15τ occurred in only<6%
of the nongrowing systems, alreadywithmoderate growth, they are
present in a large fractionof systems (Fig. 4F). For smaller valuesof
r the drop is generally more pronounced. Both the average sizeΔα
and the durationΔt depend only weakly on the total area increase
and drops last on average >40τ (Fig. 4 G and H).

Thus, also for more realistic growth scenarios, the induced re-
organization exhibits key features of a ZZ instability, in particular
the only mild and transient increase in column spacing and the

prominent and long lasting drop in bandedness. Intriguingly,
these features also describe the mode of reorganization we ob-
serve in experiment (Fig. 1). Moreover, if we identify the model
time unit τ with roughly 1 d in cat postnatal development—an
assumption that may be justified by experiments showing that
OD columns segregate within a few days (e.g., ref. 8)—we
observe that even the time scales on which these changes evolve,
agree fairly well between model and experiment. This suggests
that the reorganization we observe in experiments is caused by
cortical expansion through a mechanism that is based on the
ZZ instability.

Discussion
Cortical Expansion, the Absence of the Balloon Effect and the Range of
the Mexican Hat.Our empirical data provides evidence against the
so-called balloon effect (3) by showing that OD columns do not
simply expand during cortical growth, but largely maintain their
spacing. At first sight, a balloon-like expansion may seem plau-
sible. For instance, in vitro connected neurons, when moderately
pulled apart, readily extend their axonal arbors to prevent disrup-
tion, thereby achieving neurite growth rates of up to 1 cm∕day
(13). However, mechanical tension on one axonal branch can
strongly influence the arborization of other branches of the same
neuron (14), indicating that expansion-induced responses can be
rich and may lead to nontrivial collective behavior in expanding
networks of interconnected neurons.

Models for the activity-dependent formation of OD columns
can reproduce the absence of the balloon effect if the width of the
lateral interactions is kept fixed during growth as we assume in
this study. In the EN model, an effective intracortical interaction
of Mexican-hat type (Fig. S2A) arises from the interplay between
the coactivation of cortical regions and a tendency for neighbor-
ing neurons to acquire similar response properties (23). Even if
the interaction range increases by only half the rate of the cortex,
we observe a ZZ-type reorganization accompanied by a banded-
ness drop (SI Appendix and Fig. S8). However, in this case also
the column spacing increases systematically. Thus, these models
can be reconciled with our data only if the interaction range does
increase only little during growth.

There are several possibilities of why the range of effective
lateral interactions might not increase during growth. It is con-
ceivable that the width of interaction could depend on the lateral
spread of dendritic arbors. Limits on an increase of the arbor size
during growth might be imposed by a tendency of neuronal
circuits to minimize the total length of wiring (e.g., ref. 32)
and could be achieved by synaptic pruning (10). Alternatively, in-
teractions of Mexican-hat type could arise if the time scales of the
dominant inhibitory synapses are small compared to excitatory
synapses (33). Thus, a possible shift from a dominance of smaller
toward larger synaptic timescales during the period of growth
could partly compensate for the increase of the distance between
neurons. Finally, Mexican-hat type interactions could arise by
excitatory connections that at larger distances preferentially tar-
get inhibitory interneurons. In this case, the width of interactions
may depend on the strength of inhibition (16), which, appropri-
ately adjusted, could keep the range of the Mexican-hat constant
during growth.

Reorganization vs. Displacement. In the scenario of growth-induced
reorganization proposed in this paper, increasing distances be-
tween cell bodies alter the effective lateral interactions between
neurons, thereby inducing shifts in the response properties in a
fraction of them. Alternatively, one may explore a scenario in
which neuronal response properties are preserved, and the ma-
ture columnar layout is obtained by an inhomogeneous displace-
ment of cells. Strong intracolumnar connections may provide the
necessary mechanical stability for keeping cells within columns
closer to one another. However, the ability of neurons to rapidly
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Fig. 3. The ZZ instability provides a general framework for understanding
growth-induced cortical reorganization. (A) The ZZ mechanism: Initially, OD
stripes exhibit the spacing Λmax (Left). Upon expansion (Center), OD stripes
recover their initial spacing locally through bending of OD stripes (Right).
(B) In Fourier space: Two new Fourier modes grow at ðkmax þ δkÞ ~x� qy ~y re-
storing the initial wave number kmax of the pattern. (C) Regime and time
scale of ZZ instability in the EN model. Instantaneous isotropic expansion
(regime left of white dashed line) induces a ZZ reorganization that evolves
on a timescale τZZ ≫ τ (SI Appendix). For very large expansion (gray region), a
complete new pattern forms (pattern plowing). For area decrease (right of
white dashed line) no reorganization was observed. No simulations were car-
ried out in the white region, because the simulation time diverges for r → 0

(SI Appendix). (Inset) Predicted regime of ZZ instability for two-dimensional,
relaxational, isotropic dynamics close to instability threshold (r ≪ 1) [redrawn
from (31); horizontally striped region, ZZ instability; vertically striped region,
Eckhaus (EH), instability; i.e., insertion/elimination of a stripe (SI Appendix)].
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extend their axonal arbors in response to mechanical tension (13)
raises doubts about expansion-induced forces being strong
enough to promote inhomogeneous displacement of cells.
Following the spatial positions as well as functional response
properties of many cells experimentally (e.g., by chronic 2-photon
microscopy) could help to disentangle these two hypotheses.
Moreover, experiments that, instead of altering the patterns of
neural activity, measure and/or apply mechanical stress to cortical
tissue or individual neuronal processes in vivo may reveal further
insights into the role of mechanical tension in cortical develop-
ment. A better understanding of the interplay between tension-
mediated and activity-driven mechanisms in shaping neural
circuits in vivo could shed new light on normal development
and cortical growth, but potentially also on the response of neural
network function to cortical lesions and brain tumors.

The two scenarios have different implications for the hypercol-
umnasafunctionalcorticalunit.Ashift inODinindividualneurons
would alter the set of stimulus representations in a hypercolumn.
It would be interesting to monitor simultaneously other neuronal
selectivitiesandtestwhethertheycodevelopinasystematicfashion;
e.g., by improving coverage uniformity (34) over time.On theother
hand, a pure displacement of groups of neurons would distort the
original hypercolumn and result in systematic inhomogeneities in
the cortical representation of the visual field position. Such inho-
mogeneities may be detectable in the mature cortex even without
the necessity of technically very challenging chronic experiments.

Relation to Previous Work. A longitudinal optical imaging study
(35) of OD columns in a single strabismic cat reported an in-
crease of OD column spacing between PD27 and PD61 consistent
with the slight but not significant increase we observe over this
period (Fig. 1D). A chronic imaging study in ferret reported a
fairly stable spatial organization of orientation columns between
PD30 and PD55 (36). However, a more recent study (37) analyz-
ing orientation columns in the cat between PD35 and PD105 ob-

served changes in local column spacing that were coordinated
between V1 and V2. Consistent with the present study, the aver-
age spacings in V1 and V2 remained largely constant over this
period. A theoretical study (38) of a one-dimensional model
of OD development during cortical growth predicts a splitting of
OD stripes analogous to the Eckhaus instability (SI Appendix). As
we show here, two-dimensional models exhibit a much richer
dynamics and behave qualitatively differently.

A Novel Function of Plasticity in Normal Development. The impress-
ive ability of cortical circuits to reorganize during and after the
critical period has been demonstrated in numerous studies by ar-
tificially manipulating cortical activity; e.g., by monocular depri-
vation (see ref. 16 for a review). However, relatively little is
known at present about the role of cortical plasticity for normal
cortical development (8, 15), but see refs. 37, 39. As we point out
in this study, the period of cortical plasticity in cat visual cortex
overlaps with the period of postnatal cortical growth (17).
Whereas the peak of the classical critical period is around
PD30 (40), cortical plasticity does not cease after the critical per-
iod, but rather declines gradually (16). It is readily conceivable
that this plasticity may be exploited by the cortex to accommodate
for growth-induced changes. Interestingly, the reorganization we
report here is largest close to the peak of the critical period.
(Fig. 1H). Furthermore, key features of this reorganization are
reproduced by modeling OD formation as self-organization
based on cortical plasticity. Thus, we conclude that cortical plas-
ticity may play an important role in normal development through
facilitating growth-related modifications of neuronal circuits.

Materials and Methods
Experiment.OD patterns were labeled with 2-½14C�-deoxyglucose (2-DG) auto-
radiography after monocular stimulation of the animals or by ½3H�-proline
autoradiography after injection of the labeled proline into one eye that
labels the thalamocortical afferents of that eye in cortical layer IV
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Fig. 4. ZZ-type reorganization of OD columns in a realistic growth scenario. (A) Snapshots of EN model simulations with isotropic linear area increase by a
factor of 2.56 between t ¼ 0 and t ¼ 100τ (left column) and without size increase after t ¼ 10τ (right column) (r ¼ 0.16, η ¼ 0.025). (B–D) Time courses of
column spacing Λ (B), number of hypercolumns NHC (C), and bandedness α (D) for 30 pairs of simulations as in A. Black curves are averages, gray regions
SEM. Despite the large area increase, growing systems display an only mild and transient increase in Λ implying a strong increase in NHC, while α typically
drops considerably. (E) Quantification of bandedness drop by its strength Δα and duration Δt. (F–H) The percentage of simulations showing a substantial
bandedness drop (defined by Δα > 0.05, Δt > 15τ) (F), the average size Δα of such drops (G) and their average duration Δt (H) evaluated for various total
area increases and control parameters r (N ¼ 50 simulations per data point, error bars indicate SEM).
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(see ref. 20 and therein). OD columns were recorded by intrinsic signal optical
imaging following ref. 41.

Model. OD is described by a real valued field oðx;tÞ, where x represents the
position on the cortical surface and t time. Negative/positive values of oðx;tÞ
indicate a preference for inputs from the ipsilateral/contralateral eye. The
dynamics of this field is given by

∂toðx;tÞ ¼ h½so − oðx;tÞ�Aσðx;S;oð· ;tÞÞiS þ ηΔoðx;tÞ; [1]

where

Aσðx;S;oð· ;tÞÞ ¼
e−ðjsr−xj2þjso−oðx;tÞj2Þ∕2σ2

R
d2ye−ðjsr−yj2þjso−oðy;tÞj2Þ∕2σ2

is the cortical activity pattern, σ controls the receptive field size in the stimu-
lus parameter space, h·i denotes the average of the ensemble of visual stimuli
fSg, η measures the strength of lateral interactions and Δ is the two-dimen-
sional Laplacian. Visual stimuli S ¼ ðsr ;soÞ are point-like and characterized by
a location sr and an OD value s0, which describes whether the activated units
are forced to prefer the ipsilateral (so < 0) or the contralateral (so > 0) eye.

Numerical Integration. Simulations were performed on a 64 × 64 grid with
periodic boundary conditions. We used at least 4 grid points per Λmax and
an integration time step δt ¼ minf1∕ð20ηk2

maxÞ;τ∕10g. The first term on the
right hand side of Eq. 1 was treated by an Adams–Bashforth scheme, the
second term by spectral integration. sr and so were uniformly distributed
with hs2oi ¼ 1. Typically, between 4 × 104 and 2 × 105 stimuli were used per
integration step.

Instantaneous Area Increases. We rescaled the system length L as determined
from the desired value of δk∕kmax (no change in number of grid points;
see SI Appendix). We adjusted the number of stimuli, Ns, and, because
Δ ∼ 1∕L2, the matrix for the spectral integration step. The numerical value
of σ remained constant.

Continuous Area Increases. We linearly increased the linear extent L of the
simulated regions between t ¼ 0τ and t ¼ 100τ and updated the Laplacian
Δ and the number of stimuli Ns at every integration step.

Data Analysis Method. Column spacing Λ and bandedness α of both data and
simulations, were analyzed using the wavelet method introduced in ref. 21.
An overcomplete basis of complex Morlet wavelets at various scales and
orientations was compared to the OD pattern at each spatial location. Λ
was estimated by the scale of the best matching wavelet, α by the angular
variance of matching at that scale (SI Appendix).

Statistics. r-values denote Pearson’s linear correlation coefficient; p-values
were obtained with Student’s t tests.

All methods are described in detail in the SI Appendix.
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